
EXAM OF ADVANCED NUMERICAL METHODS, 5/22/2014. 
FULL RESOLUTION 

Below is a full, mostly handwritten, answer to the exam. It is much more complete than what can be 
expected from the student in a time-constrained real exam situation. Far less complete answers are 
enough for the student to obtain all the points in each section. 
The main aim of this detailed resolution is for future students to learn from it. 
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Part 2, Exercise 2  

This is again the advance formula: ( )1 1 1 27 2
3n n n n n
hy y f f f+ − − −− = − +  (1) 

To study the convergence and the order of convergence, we will apply the following “recipe”: 

First write the multistep linear method in its general form:  
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Then calculate its first characteristic polynomial (with αk
 = 1):  
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and its 2nd characteristic polynomial: 
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The method is consistent iff1 ρ(1) = 0 and ρ'(1) = σ(1). 
The method is stable2 iff the roots zi of ρ(z) verify ||zi|| ≤ 1 on the complex plane, and the ones with 
modulus 1 are simple roots. 
The method is convergent iff it is consistent and stable; and its order of convergence is p iff ρ(1) = 0 
(already checked for consistency) and: 
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We must first identify (1) and (2) so as to obtain k and the coefficients αj
 , βj

 . 
Let us start with k. The points used run from tn−2 to tn+1, so they are 4 points, hence k = 3. You can also 
see that in that the maximum difference of indices in (1) is (n+1)−(n−2) = 3, while in (2) it is 
(n+k)−(n+0) = k; identifying both we get again k = 3. 
Substituting k = 3 in (2) leaves yn+3 on the left-hand side, so I will add two units to every index in (1) so 
that it is easier to identify coefficients. I will also isolate yn+3

 :  

  ( )3 1 2 17 2
3n n n n n
hy y f f f+ + + += + − +  

If we now expand (2) for k = 3: 

  ( ) ( )3 0 1 1 2 2 0 1 1 2 2 3 3n n n n n n n ny y y y h f f f fα α α β β β β+ + + + + += − − − + + + +  

Identifying coefficients between these two expressions it is now immediate to obtain: 
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The characteristic polynomials are then: 
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1 We use “iff” meaning “if and only if”. 
2 Stability of the method itself, regardless of the problem it is solving. A stable method can work unstably (i.e. it 
can propagate local errors in an amplified manner, typically rendering outrageous results) if the step size h is 
larger than some threshold ht. The methods that never become unstable when applied on stable ODEs or systems 
thereof are called unconditionally stable or A-stable, and are the methods whose absolute stability region covers 
the entire left complex half plane. 
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Check for consistency: 3 3( ) (1) 1 1 0 okz z zρ ρ= − + ⇒ = − + =  

  2 1 2 7 6( ) 1 3 (1) 1 3 2 ; (1) 2 (1) ok
3 3 3 3

z zρ ρ σ ρ−′ ′ ′= − + ⇒ = − + = = + + = = =  

Check for stability:  

  3 2 0 (with modulus <1)
( ) ( 1 ) 0 ok

1 (with modulus 1, simple roots)
z

z z z z z
z

ρ
=⎧

= − + = − + = ⇒ ⎨ = ±⎩
 

So the method is also stable. Since it is consistent and stable, it is convergent3. Let us calculate the 
order of convergence. We already checked that ρ(1) = 0, so: 

For m = 1: 
( )1 1 1 1
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Note that the coefficient of β0 would be 00 in the “recipe”, which is indeterminate; but the coefficients 
of β1, β2 and β3 in the same expression are all 1, so it looks natural that the coefficient of β0 should 
also be 1; besides, we are already familiar with that expression, which is σ(1), calculated above. 
Making the coefficient of β0 equal to 1 is actually the right way to apply the “recipe” (and the only 
way for both values to be equal). 

For m = 2: 
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For m = 3: 
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For m = 4: 
( ) ( )4 4 4 4
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3 3 3 3
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4 4 different

2 7 2 56 540 1 2 3 8
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⎪⎭

 

Therefore the order of the method is p = 3. 
The method is explicit, because in (1) the unknown yn+1, when isolated, is written explicitly in terms of 
already-known values (the points at tn, tn−1 and tn−2 are all known by the time one tries to calculate the 
one at tn+1). In other words, yn+1 does not appear on the right-hand side of (1), so one does not need to 
iterate in order to apply the advance formula. The computational cost is therefore small (basically one 
evaluation of f (t,y) per step). 

                                                      
3 Consistency guarantees that each local error (the error attributable to each single step) tends to zero fast enough 
as the step size h tends to zero (namely, faster than h). Stability guarantees that the propagation of those local 
errors can occur in a damped, rather than amplified, manner, i.e., that the global error E at the end of a time 
interval can be less than the sum of all the local errors made in the interval. When actually applying a method to 
solve a specific problem, there exists an “amplification factor” that governs the propagation, or composition, of 
the local errors to form the global error; and for the method to work stably, that amplification factor must be less 
than 1 in absolute value. That depends not only on the method, but also on the problem being solved and on the 
step size h used to solve it with that method. Here we are talking all the time about truncation errors, i.e., with 
exact arithmetic. 
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The method is not of Adams-Moulton because AM methods are implicit; but neither is it of Adams-
Bashforth, which are explicit, because in those methods you have yn

 , rather than yn−1, on the right-
hand side of the advance formula (Adams-Bashforth methods integrate the interpolation polynomial 
p(t) of fi = f (ti,yi) at i = n, n−1, n−2, … between tn and tn+1, and add the value of that integral to yn). So it 
is an explicit multistep linear method of some other type than AB. Specifically, this method integrates 
p(t) between tn−p and tn+1 for p = 1 (and that’s why it starts yn+1 = yn−1

 + …); these methods are called 
Nyström methods. 
Finally, by definition, the number of steps is 3 because that is the number of known points used 
(namely the points at tn−2, tn−1 and tn; even if it were an implicit method, by definition, they number that 
determines the number of steps of the method is the number of “already calculated” points used on the 
right-hand side of the advance formula). 












